Towards a Higher Comparability of Geothermometric Data obtained by Raman Spectroscopy of Carbonaceous Material. Part I: Evaluation of Biasing Factors
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Raman spectroscopy of carbonaceous material (RSCM) is frequently used to determine metamorphic peak temperatures from the structural order of carbonaceous material enclosed in metasediments. This method provides a quick, robust and relatively cheap geothermometer. However, the comparability of the RSCM parameter is low as there are at least three major sources of biasing factors. These sources are the spectral curve-fitting procedure, the sample characteristics itself and the experimental design including the used Raman system. To assess the impacts of the biasing factors on RSCM, a series of experiments was performed. The experiments showed that curve-fitting is strongly influenced by individual operator-bias and the degrees of freedom in the model, implying the need for a standardised curve-fitting procedure. Due to the diversity of components (optics, light detection device, gratings, etc.) and their combinations within the Raman systems, different Raman instruments generally give differing results. Consequently, to estimate comparable metamorphic temperatures from RSCM data, every Raman instrument needs its own calibration. This demands a reference material series that covers the entire temperature calibration range. Although sample heterogeneity will still induce some variation, a reference material series combined with standardised curve-fitting procedures will significantly increase the overall comparability of RSCM data from different laboratories.
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La spectroscopie Raman du matériel carboné (RSCM) est fréquemment utilisée pour déterminer les températures des pics métamorphiques à partir de l’organisation structurale du matériau carboné des métasediments. Cette méthode fournit un géothermomètre rapide, robuste et relativement peu onéreux. Toutefois, la comparabilité du paramètre RSCM est faible car il y a au moins trois grandes sources de biais. Ces sources sont la procédure d’ajustement de la courbe spectrale, les caractéristiques de l’échantillon lui-même et la conception expérimentale, y compris le système Raman utilisé. Pour évaluer les impacts des facteurs de biais sur la RSCM, une série d’expériences a été effectuée. Les expériences ont montré que la procédure d’ajustement de la courbe spectrale est fortement influencée par les biais de l’opérateur et les degrés de liberté du modèle, ce qui implique la nécessité d’une procédure d’ajustement de type courbe standardisée. En raison de la diversité des composants (optique, dispositif de détection de la lumière, grilles, etc.) et leurs combinaisons au sein des systèmes Raman, différents instruments Raman donnent généralement des résultats différents. Par conséquent, pour estimer des températures métamorphiques comparables à partir des données RSCM, chaque instrument Raman a besoin de son propre étalonnage. Cela exige l’utilisation d’une série de matériaux de référence qui couvre toute la gamme d’étalonnage de la température. Bien que l’hétérogénéité des échantillons induise encore une certaine variation, une série de matériaux de référence combinée avec des procédures d’ajustement de courbes standardisées permettra d’accroître considérablement la comparabilité globale des données de RSCM provenant de différents laboratoires.
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Geothermometry by Raman spectroscopy of carbonaceous material (RSCM; Beyssac et al. 2002a) is becoming more and more popular due to its ease of applicability and non-destructiveness (e.g., Rantitsch et al. 2004, Guedes et al. 2005, Forer et al. 2009, Huang et al. 2010, Wiederkehr et al. 2011, Endo et al. 2012). The Raman spectrum of carbonaceous material (CM) enclosed in metasediments changes systematically with increasing degree of metamorphism (e.g., Pasteris and Wopenka 1991, Jehlička and Bény 1992, Wopenka and Pasteris 1993). Beyssac et al. (2002a) showed that those changes are mainly controlled by temperature and calibrated a geothermometer based on CM Raman spectra. This geothermometer is based on parameters calculated by spectral curve-fitting of the Raman bands (Figure 1). However, there are a multitude of different curve-fitting strategies using variable numbers (2–5) of model components (Lorentzian-, Voigt-, Gaussian-, or Breit–Wigner–Fano–functions), fitting the acquired spectrum (e.g., Beyssac et al. 2002a, Quirico et al. 2003, Sadezky et al. 2005, Lahfid et al. 2010). Important function parameters (position, height, full width at half maximum FWHM and area), reflecting the thermal transformation of CM, are derived from the extracted components. This allows the calibration of different parameter ratios against metamorphic temperature (Beyssac et al. 2002a, Rantitsch et al. 2004, Rahl et al. 2005, Baziotis et al. 2006, Aoya et al. 2010, Lahfid et al. 2010).

As the parameter ratios are the condensates of many steps (e.g., sample preparation, Raman measurement and spectrum evaluation), they accumulate several biasing factors. The sources of bias can be grouped into three categories: (a) bias intrinsic to spectral curve-fitting (b) bias intrinsic to the CM and (c) bias intrinsic to the experimental design and the specific Raman system used.

Factors of the first category are different baseline corrections, different mathematical functions (Gaussian, Lorentzian, Voigt, etc.) used for peak-fitting, and the different number of components used to model the Raman spectra.

![Figure 1](image_url). (A) Representative Raman spectra of the three ‘crystallinity levels’. (B) An example for the decomposition of a ‘crystallinity level 1’ Raman spectrum by five components according to Lahfid et al. (2010). The two bands of the first-order region are described by D1, D2, D3, D4 and G components. D4 widens the low wavenumber side of the D1 band, while D2 appears only as a weak shoulder on the high wavenumber side of the G band.
Examples for the second category are structural anisotropy, sample preparation and sample heterogeneity. Factors of the third category include used excitation wavelength, spectral grating and light detection device, among others.

In this paper, many of the above-mentioned potential sources of bias are evaluated by a suite of simple experiments in which, at best, only one parameter influences the experimental results.

**Methods and samples**

**Samples**

The sample set (Table 1) covers a wide structural range from low to high ‘crystallinity’ degree of CM. The studied samples derive from the Triassic flysch of the Tethyan Himalayan sequence of SE Tibet (Dunkl et al. 2011), from the Eastern Alps (Rantitsch et al. 2004) and from the Thuringian Forest (Germany) (Kunert 1999).

In order to enrich CM, every sample has been treated chemically. The samples were crushed to particles smaller than 5–10 mm. The rock-chips were initially placed in a 1:1 solution of 37% hydrochloric acid to dissolve carbonates and after decantation mixed with 1:1 diluted 48% hydrofluoric acid to dissolve silicates. After hydrofluoric acid treatment, the sample suspensions were decanted and diluted with de-ionised water until a pH-value of 5–6 was reached. Remaining fluids were evaporated in a drying oven at 50 °C. About 10–20 mg of the dried CM was mixed with 1–2 ml de-ionised water in a small glass vial and placed into an ultrasonic bath for about 60 s in order to disperse the carbonaceous material. This suspension was deposited on a glass slide.

**Raman spectroscopy**

All Raman measurements were performed with a Horiba Jobin Yvon HR800-UV spectrometer, with attached Olympus BX41 microscope, if not stated otherwise. The general measurement configuration used a 488 nm Ar+ laser for excitation, a spectral grating with 600 l mm⁻¹, a long working distance 100 x objective with a numerical aperture of 0.8, and the diameter of the confocal hole was set to 100 μm. If not stated otherwise the laser light was circular polarised, a spectral range of 700–2000 cm⁻¹ was recorded in one spectral window in 3–5 accumulations of 10–30 s. The laser power on the sample surface was controlled by density filters to 0.3–0.5 mW to exclude thermal alteration of the sample. Fifteen measurements per sample were conducted on different sample spots. The Raman system was calibrated against the 520.4 cm⁻¹ line of a Si-waver.

**Table 1.**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Long.</th>
<th>Lat.</th>
<th>Region</th>
<th>R1</th>
<th>s</th>
<th>R2</th>
<th>s</th>
<th>RA1</th>
<th>s</th>
<th>RA2</th>
<th>s</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>L29</td>
<td>87.1829</td>
<td>28.6685</td>
<td>SE Tibet</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.61</td>
<td>0.01</td>
<td>1.56</td>
<td>0.05</td>
<td>15</td>
</tr>
<tr>
<td>DB45</td>
<td>91.1048</td>
<td>29.0483</td>
<td>SE Tibet</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.58</td>
<td>0.02</td>
<td>1.40</td>
<td>0.10</td>
<td>15</td>
</tr>
<tr>
<td>DB21</td>
<td>91.6362</td>
<td>28.9271</td>
<td>SE Tibet</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.59</td>
<td>0.02</td>
<td>1.47</td>
<td>0.12</td>
<td>15</td>
</tr>
<tr>
<td>DB26</td>
<td>92.1574</td>
<td>29.1036</td>
<td>SE Tibet</td>
<td>0.73</td>
<td>0.06</td>
<td>0.49</td>
<td>0.01</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>DB28</td>
<td>92.0433</td>
<td>29.1454</td>
<td>SE Tibet</td>
<td>0.65</td>
<td>0.06</td>
<td>0.45</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>DB36</td>
<td>91.6764</td>
<td>28.9881</td>
<td>SE Tibet</td>
<td>0.63</td>
<td>0.03</td>
<td>0.46</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>L1</td>
<td>87.332</td>
<td>29.040</td>
<td>SE Tibet</td>
<td>0.40</td>
<td>0.05</td>
<td>0.37</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>DB16</td>
<td>91.1906</td>
<td>28.7015</td>
<td>SE Tibet</td>
<td>0.38</td>
<td>0.03</td>
<td>0.36</td>
<td>0.01</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>TU2</td>
<td>92.2606</td>
<td>28.8136</td>
<td>SE Tibet</td>
<td>0.32</td>
<td>0.04</td>
<td>0.33</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>L45</td>
<td>88.0787</td>
<td>28.8651</td>
<td>SE Tibet</td>
<td>0.27</td>
<td>0.03</td>
<td>0.30</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>L57</td>
<td>88.1518</td>
<td>28.8372</td>
<td>SE Tibet</td>
<td>0.15</td>
<td>0.02</td>
<td>0.22</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>KohN1</td>
<td>47.6617</td>
<td>15.6575</td>
<td>Austria</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.63</td>
<td>0.01</td>
<td>1.74</td>
<td>0.07</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>MAU</td>
<td>47.0451</td>
<td>13.2452</td>
<td>Austria</td>
<td>0.44</td>
<td>0.03</td>
<td>0.40</td>
<td>0.02</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>15</td>
</tr>
<tr>
<td>KL2-2</td>
<td>50.3944</td>
<td>11.4014</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.61</td>
<td>0.00</td>
<td>1.54</td>
<td>0.02</td>
<td>30</td>
</tr>
<tr>
<td>KL2-3</td>
<td>50.4099</td>
<td>11.3529</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.60</td>
<td>0.00</td>
<td>1.47</td>
<td>0.02</td>
<td>30</td>
</tr>
<tr>
<td>KL2-4</td>
<td>50.362</td>
<td>11.4057</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.60</td>
<td>0.01</td>
<td>1.50</td>
<td>0.04</td>
<td>30</td>
</tr>
<tr>
<td>KL2-11</td>
<td>50.2632</td>
<td>11.5218</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.63</td>
<td>0.00</td>
<td>1.67</td>
<td>0.02</td>
<td>30</td>
</tr>
<tr>
<td>KL2-17</td>
<td>50.3549</td>
<td>11.5109</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.63</td>
<td>0.00</td>
<td>1.73</td>
<td>0.01</td>
<td>30</td>
</tr>
<tr>
<td>KL2-18</td>
<td>50.3268</td>
<td>11.3777</td>
<td>Thuringian Forest</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>0.57</td>
<td>0.01</td>
<td>1.32</td>
<td>0.03</td>
<td>30</td>
</tr>
</tbody>
</table>

Long., longitude; Lat., latitude; s, standard deviation; n, number of measurements; ND, not determined.
Evolution of the first-order Raman spectrum of CM

After deposition and early diagenesis, the organic content of sedimentary rocks constitutes a heterogeneous mixture of organic compounds. During organic maturation, mainly O, H, N and to a lesser degree C are expelled from the organic material, changing the chemical composition and structure of the residual organic material. This process leads to an enrichment of aromatic species (for a review, see Vandenbroucke and Largeau 2007).

The aromatic species form so-called ‘basic structural units’ (BSU) of polyaromatic (4–10 cycles) layers, isolated or piled up by 2–3 units (Oberlin 1989). The nanometre-sized BSU is described by the mean stacking height (L_z) and the mean basal plane diameter (L_x). During the early stages of diagenesis and catagenesis, the BSUs are randomly oriented, but start to synchronise their orientation to form molecular orientation domains (Bustin et al. 1995, Vandenbroucke and Largeau 2007). During graphitisation, L_x and L_z progressively increase, while at the same time, the number of defects and the interplanar spacing between the graphene layers is reduced (Buseck and Huang 1985, Wopenka and Pasteris 1993). Thus, graphitic material of high ‘crystallinity’ has few structural defects, large L_x and L_z values, and a low interplanar spacing.

In the Raman spectra of CM, the above-outlined transformation process is reflected by the change in shape (Figure 1A) of the most prominent Raman bands in the first-order spectrum (~700–2000 cm⁻¹). Overall, there are at least five Raman bands in the first-order spectrum of CM (Figure 1B). Following Sadezky et al. (2005) and Marshall et al. (2010), these bands are denominated as D1 (~1350 cm⁻¹), D2 (~1620 cm⁻¹), D3 (~1500 cm⁻¹), D4 (~1250 cm⁻¹) and G (~1580 cm⁻¹). The G band is assigned to the Raman active E2 g optical phonon in graphite (Tuinstra and Koenig 1970, Reich and Thomsen 2004). The D1- and D2 bands are defect-induced (Pimenta et al. 2007) and depend on the excitation energy due to double-resonant Raman scattering (Reich and Thomsen 2004). For more information, see Pócsik et al. (1998), Matthews et al. (1999), Thomsen and Reich (2000), Saito et al. (2002), Reich and Thomsen (2004) and Pimenta et al. (2007). The D3 band supposedly originates from amorphous carbons, and D4 band is attributed to sp²-sp³ bonds or C-C and C=C stretching vibrations of polyene-like structures (Sadezky et al. 2005 and references therein).

Generally, the number of Raman bands decreases from low to high metamorphic conditions (Wopenka and Pasteris 1993, Yui et al. 1996, Beyssac et al. 2002b, see Figure 1A).

As the performed mode of spectral curve-fitting changes with ‘crystallinity level’, the recorded spectrum is first evaluated ‘by eye’ by a rough qualitative classification (Figure 1):

‘Crystallinity level 1’: This level describes poorly crystalline CM that exhibits a rather complex spectrum in which two broad, overlapping Raman bands at ~1350 cm⁻¹ (D1) and ~1580 to 1600 cm⁻¹ (G + D2) and a third band at ~1250 cm⁻¹ (D4) as shoulder on the 1350 cm⁻¹ band are present.

‘Crystallinity level 2’: This level describes moderately to well crystalline CM. Here, the spectra are less complex, as the band at ~1250 cm⁻¹ (D4) is absent. The intensities of the 1350 cm⁻¹ band (D1) and the overlapping region between 1350 cm⁻¹ and 1580 cm⁻¹ are decreasing, while the 1580–1600 cm⁻¹ band (G) gets more intense and narrow. Moreover, a new band at ~1620 cm⁻¹ (D2) appears as a clear shoulder.

‘Crystallinity level 3’: This level describes well crystalline CM and graphite. The spectra are simple with only the 1350 cm⁻¹ and 1580 cm⁻¹ bands present. The 1350 cm⁻¹ band is broad and of low intensity, while the 1580 cm⁻¹ band is intense and sharp (low FWHM). In case of pure graphite, only the G band appears (Tuinstra and Koenig 1970).

Spectral evaluation

Before fitting the first-order Raman spectrum of CM, a background correction is essential. The background is usually modelled as a linear, polynomial or spline function. The mode of such baseline is crucial for spectral curve-fitting, as all peak parameters are influenced by the baseline function. As manual baseline correction is very susceptible to subjectivity, a linear baseline with two control points is proposed to yield the most reproducible results. To increase the reproducibility of manual baseline correction, the control points, which define the slope of the linear baseline function, are placed in the spectral region of 800–900 cm⁻¹ and 1800–1900 cm⁻¹ for all ‘crystallinity levels’.

In this study, the peak- and curve-fitting software Fityk (Wojdyr 2010; http://fityk.nieto.pl) is used for deconvolution of the Raman spectrum of CM into the different components (D and G bands). However, any other peak-fitting software can be used for this purpose. In our approach, the position and shape of the components are detected automatically by the software. If this is not successful, the components are located manually. Because Voigt- and Lorentzian functions are most commonly used in RSCM thermometry, all components are modelled here as Voigt- or Lorentzian functions with unfixed peak parameters (FWHM, height, position, area.
and shape). For ‘crystallinity level 1’, five components (D1, D2, D3, D4, G) result in a good fit (e.g., Sadezky et al. 2005, Lahfid et al. 2010, see Figure 1B). For ‘crystallinity level 2’, a good solution is obtained with 3–4 components (D1, D2, G, D3; see Beyssac et al. 2002a), and for ‘crystallinity level 3’, only two components (D1, G) are needed. The components are assigned sequentially to the model, which is also sequentially fitted to the data with the Levenberg–Marquardt method (Maré 1978). If components are displaced during fitting, take unlikely shapes or are in any other way inconsistent, the solution is rejected. Subsequently, the component parameters have to be changed and the model has to be solved again. This procedure is repeated until a satisfying fit is obtained. The complete fitting protocol is available in the Appendix S1.

Once the parameters of all components are obtained, different ratios can be calculated which correlate with the maximum metamorphic temperature (Beyssac et al. 2002a, Ranitsch et al. 2004, Rahl et al. 2005, Baziotes et al. 2006, Aoya et al. 2010, Lahfid et al. 2010). The most common are the R1- and R2 ratio (Beyssac et al. 2002a, Equations 1 and 2) and the RA1- and RA2 ratio (Lahfid et al. 2010, Equations 3 and 4). The R1 ratio corresponds to the height of the D1 component divided by the height of the G component. The integrated area of the D1 component divided by the sum of the integrated areas of the D1-, D2- and G components gives the R2 ratio. The sum of the integrated areas of the D1- and D4 component divided by the sum of the integrated areas of the D1-, D2, D3-, D4- and G components forms the RA1 ratio, and the sum of the integrated areas of the D1- and D4 component divided by the sum of the integrated areas of the D2-, D3- and G component is the RA2 ratio.

\[
R1 = \left( \frac{D1}{G} \right)_{\text{intensity}} \tag{1}
\]
\[
R2 = \left( \frac{D1}{(D1 + D2 + D3)} \right)_{\text{Area}} \tag{2}
\]
\[
RA1 = \left( \frac{(D1 + D4)}{(D1 + D2 + D3 + D4 + G)} \right)_{\text{Area}} \tag{3}
\]
\[
RA2 = \left( \frac{(D1 + D4)}{(D2 + D3 + G)} \right)_{\text{Area}} \tag{4}
\]

**Systematic tests of the biasing factors**

In order to estimate the impact of different biasing factors, a series of experiments was designed. All experiments focus on selected factors, while other factors are kept constant (see Table 2).

To compare the accuracy of the measurements of the different samples, the percental fraction of the standard deviation of the mean, that is, the relative standard deviation, is used as a comparative index. According to the calibration range of the calibration curves of Beyssac et al. (2002a) and Lahfid et al. (2010), it is calculated that an increment of 0.01 in the commonly used parameter ratios R2, RA1 and RA2 (Beyssac et al. 2002a, Lahfid et al. 2010) is equivalent to 4, 12 and 2 °C, respectively. These values estimate the significance of each experiment with respect to the initial calibration uncertainty, which is ± 50 °C for Beyssac et al. (2002a).

**Spectral processing bias**

**Test 1 – Influence of curve-fitting strategy on parameter ratios:** The factors that influence the fitting are the signal-to-noise ratio, the position and slope of the baseline, type of function used (Voigt, Lorentzian, Gaussian, etc.) and the start position and shape of the inserted peak. Lahfid et al. (2010) suggested that CM spectra of low-grade metamorphic rocks (‘crystallinity level 1’ of this study) should be fitted by Lorentzian functions and not by non-converging Voigt functions. When ‘crystallinity level 2 and 3’ samples are fitted, Voigt functions should be used according to Beyssac et al. (2002a).

In this experiment, the amount of scatter in the parameter ratios due to the fitting procedure is quantified. From the different ‘crystallinity levels’, single spectra with a high signal-to-noise were repeatedly (twenty times) evaluated, using the above-outlined fitting strategy. To exclude a variation due to the baseline correction, baseline-corrected spectra were used for each repetition. As the system often does not converge with automatically positioned Voigt functions, a strict fitting protocol has been used in which the functions are added manually (see Appendix S1). The same procedure has been performed with Lorentzian functions. Since the signal-to-noise ratio and slope of baseline are constant, the only variable is given by the initial conditions (i.e., position and shape of the components).

This experiment shows that in the ‘crystallinity level 1’, the fitting strategy has a significant influence on the parameter ratios. The repeated evaluation of the same spectrum results in different RA1- and RA2 ratios when Lorentzian- and Voigt functions are used (Table 3). Additionally, the variation in RA1- and RA2 ratios of the twenty evaluations of the same spectrum is greater when only Voigt functions are used (Table 3).

In the ‘crystallinity levels 2 and 3’, the choice of the function does not influence the results (Table 3). This is in line
Table 2.
Summary of the different tests. The influencing factors are listed in columns, and the single experiments are shown in rows. The tested factors are emphasised by grey colour, and empty fields indicate irrelevant factors in the given test.

<table>
<thead>
<tr>
<th>Test</th>
<th>Influence of...</th>
<th>Person</th>
<th>Sample (per cryst. level)</th>
<th>Spot</th>
<th>Measurement (per spot)</th>
<th>Type (function) of components</th>
<th>Baseline correction</th>
<th>Software</th>
<th>Sample prep. (chemically enriched CM vs. rock chips)</th>
<th>Orientation</th>
<th>Spectrometer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spectral fitting strategy</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Baseline correction</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Empirical scatter</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Evaluation software</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
<tr>
<td>5</td>
<td>Personal fitting strategy</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>Sample preparation</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
<tr>
<td>7</td>
<td>Sample heterogeneity</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
<tr>
<td>8</td>
<td>Anisotropy</td>
<td>1</td>
<td>M</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
<tr>
<td>9</td>
<td>Raman system</td>
<td>M</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td>M</td>
<td>1</td>
<td>1</td>
<td></td>
<td>M</td>
</tr>
</tbody>
</table>

1, single; M, multiple.
with previous results by Lahfid et al. (2010). However, the Lorentzian and Voigt fits of ‘crystallinity levels 2 and 3’ samples result in basically the same R1 and R2 ratios. Thus, there seems to be no justification for changing from Lorentzian- to Voigt functions for better crystalline samples. Instead, for the sake of linearity, we suggest to use the same function for processing samples of all ‘crystallinity levels’. As the fits with Lorentzian functions perform well for low and high crystalline samples, this is the function type to be used for all the fits.

Test 2 – Influence of baseline correction: The baseline correction significantly influences the results. As stated above, a linear baseline is more reproducible because only two control points are needed to define the line slope. It is tested here to what extend the varying position of the baseline points will influence the results. Three scenarios were tested by a Python (Pilgrim 2004) script using the extensions Numpy and Scipy (Ascher et al. 2001, Oliphant 2007): (1) the low wavenumber control point is fixed, while the high wavenumber control point is moved. (2) Is the inversion of (1), (3) both control points are moved towards each other with the same increment. Every 10th data point was chosen as a new control point for baseline correction. Obviously, this procedure is only valid if the background can be approximated by a linear baseline. If the background is curved by fluorescence, the background cannot be described by a linear function and this procedure fails.

In every experiment, ten baselines were calculated. As the spectral resolution is \( \sim 2 \text{ cm}^{-1} \), the moving control point was varied in a range of about 200 wavenumbers (Figure 2A–C).

Another frequently used type of baseline correction is represented by polynomial and spline functions, both result in curved baselines. To account for this, another script was used in which the first and last \( n \) data points, choosing \( n = \{10, 20, \ldots, 100\} \), were selected for ten different spline interpolations (Figure 2D). To compensate for noise effects, the spectra were smoothed by using a penalised least squares approach (Eilers 2003). For reasons given above (see Test 1), all fits were performed using Lorentzian functions. For ‘crystallinity levels 1 and 2’, the experiments demonstrate that the model uncertainty of a linear baseline results in a ratio scatter below 1% RSD (relative standard deviation, Table 4). Only R2 of ‘crystallinity level 3’ shows a greater scatter. The curved baseline leads to an increased variation in RA1 and RA2 for ‘crystallinity level 1’ samples. For ‘crystallinity level 2’, the variation is

<table>
<thead>
<tr>
<th>Sample</th>
<th>Crystallinity level 1 – Lorentzian</th>
<th>Crystallinity level 1 – Voigt</th>
<th>Crystallinity level 2 – Lorentzian</th>
<th>Crystallinity level 2 – Voigt</th>
<th>Crystallinity level 3 – Lorentzian</th>
<th>Crystallinity level 3 – Voigt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
<td>RA1</td>
<td>RA2</td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>L29</td>
<td>1.701</td>
<td>0.671</td>
<td>0.615</td>
<td>1.599</td>
<td>1.374</td>
<td>0.748</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>DB45</td>
<td>1.281</td>
<td>0.641</td>
<td>0.586</td>
<td>1.414</td>
<td>1.200</td>
<td>0.679</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>DB21</td>
<td>1.423</td>
<td>0.612</td>
<td>0.603</td>
<td>1.521</td>
<td>1.391</td>
<td>0.638</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

RSD, relative standard deviation.
negligible, and for ‘crystallinity level 3’, the RSD of R2 is again high (Table 4).

Consequently, the reproducibility of the RA1 and RA2 ratios in ‘crystallinity level 1’ is higher when a linear baseline is used. Also, the positioning of control points within the same wavenumber intervals is of high importance.

Translating the R2 and RA1 ratios of the curved baseline-corrected spectra into a metamorphic temperature using the equations given in Beyssac et al. (2002a) and Lahfid et al. (2010), the resulting temperature variation is about 5–10 °C for level 3 samples and about 20–30 °C for level 1 samples. For linear baseline-corrected samples, the temperature variation of R2 of level 3 samples is < 5 °C and for RA1 of level 1 samples ca. 10 °C.

Test 3 – Reproducibility (repeated analysis of the same spots): In this test series, the total empirical scatter generated by the Raman system (i.e., minor variations in beam intensity, dispersion effects in the optical path, etc.) is examined. Ten spectra, each representing the mean of two acquisitions of 30 s, were recorded successively on the same spots, and the evaluations were made strictly in the same way (using linear baseline and applying the evaluation protocol, see sections Test 1 – Influence of curve-fitting

Figure 2. Results of test 2; the baseline correction is tested by varying the baseline slope and baseline type for a ‘crystallinity level 1’ spectrum. (A) The low wavenumber side control point (circle) is variable. (B) The high wavenumber side control point is variable. (C) Both control points are variable. (D) The same spectrum as in A–C but with curved baselines derived from spline interpolation. a.u., arbitrary units. The inset in (A) shows the complete spectrum, which has been used in A–D.
strategy on parameter ratios and Test 2 – Influence of baseline correction).

From Figure 3, it is obvious that the behaviour of ‘crystallinity level 1’ differs from the more ordered material. The Raman parameters of the less ordered organic material are highly sensitive to the absorbed laser energy. The RA1 and RA2 ratios of ‘crystallinity level 1’ decrease during the first three measurements; after those, the data scatter randomly. This phenomenon was already detected by Quirico et al. (2005) who suggested that most likely photo-oxidation of the sample controls the fluorescence and Raman signal of the sample, even if very low energy is applied. Additionally, they demonstrated that the signal (fluorescence + Raman) stabilises faster when measured in an inert (Argon) atmosphere. However, the changing fluorescence cannot be ruled out completely (Quirico et al. 2005).

The time-dependent change in RA1- and RA2 ratios of ‘crystallinity level 1’ samples demonstrates that the Raman analysis of such organic material needs special care. Even in case of low laser energy, the possible transformation of the organic material or the declining fluorescence change the signal by time, resulting in highly affected results by repeated measurements on the same spot. Therefore, the empirical scatter of ‘crystallinity level 1’ material cannot be determined by repeated analyses on the same spot.

In level 2 and 3 samples, the parameter ratios (R1, R2) do not change significantly with time (Figure 3). Thus, the variability of the fitting results is a reliable measure of the reproducibility by repeated analyses. However, the scatter generated by the spectral decomposition (incl. baseline correction) is included and forms an indistinguishable part of the total scatter. Thus, the left panel of Table 5 shows the scatter of spectral decomposition (Tests 1 and 2), while the right panel shows the total empirical scatter. The lesson of this experiment is that the evaluation of level 3 is extremely sensitive to minor modifications in the fitting procedure (for instance baseline correction).

This artificial uncertainty, which is introduced by spectral processing, is in the range of ca. 20% RSD of R2. Translating the calculated R2 ratios into temperature (Beyssac et al. 2002a) results in a spread of ca. 10 °C for the same measuring spot and adds to the calibration uncertainty of the RSCM geothermometer.

Test 4 – Influence of spectral evaluation software on parameter ratios: In this experiment, thirteen samples from low to high ‘crystallinity’ were measured at five random spots holding the measuring conditions and the background correction constant. The spectra were evaluated by three different computer programs: Fityk (Wojdyr 2010), Labspec 5 (Horiba Scientific, Edison, New Jersey 08820, USA) and Peakfit (SeaSolve Software, Inc., Framingham, Massachusetts 01702, USA). Thus, differences in R1, R2, RA1 and RA2 ratios are generated exclusively by the used evaluation software and applied fitting strategy. The contribution to the scatter from sample heterogeneity can be neglected, because identical spectra were evaluated.

<table>
<thead>
<tr>
<th>Cryst. Lvl 1</th>
<th>Cryst. Lvl 2</th>
<th>Cryst. Lvl 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>R2</td>
<td>RA1</td>
</tr>
<tr>
<td>Low wavenumber side control point variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.432</td>
<td>0.614</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>High wavenumber side control point variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.440</td>
<td>0.616</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Both control points variable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.441</td>
<td>0.617</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Curved baseline – Spline interpolation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.435</td>
<td>0.613</td>
</tr>
<tr>
<td>RSD (%)</td>
<td>0.9</td>
<td>1.0</td>
</tr>
</tbody>
</table>

From Figure 4, it is evident that there are essentially no differences in $R_1$ and $R_2$ for the whole sample set. In case of $RA_1$ and $RA_2$, Fityk generates systematically higher ratios than Labspec and Peakfit; however, the differences are well within one standard deviation (except for sample L29).

**Test 5 – Influence of operator’s personal fitting strategy on parameter ratios:** In this test, the personal bias in curve-fitting is analysed. Therefore, the same five spectra per sample obtained from DB21, DB36 and L45 were handed to four different operators. Spectral processing was first conducted by the operators without any recommendation, and afterwards, the same spectra were processed by the operators according to the recommended fitting protocol (see Appendix S1). The spectral processing was performed once with Lorentzian functions only and once with Voigt functions only. That is, for each sample, five Lorentzian and five Voigt $R_1$, $R_2$, $RA_1$ and $RA_2$ values were derived by each operator. The five values of a given ratio were summed, and then, the absolute difference of the sums of two operators for a given sample was used for comparison. This approach is valid since identical spectra were evaluated, and if the operators produced the same ratios, the absolute difference between these operators must be zero. It can be deduced from Table 6 that there are variable and sometimes significant differences between the operators. The summed absolute differences are reduced by the spectral processing protocol when only Voigt functions are used (Table 6). If only Lorentzian functions are used a slight increase in the differences can be observed. This is most likely due to differences in the baseline correction performed by the operators, because if the type of function is...
Figure 4. Results of test 4; the influence of spectral evaluation software. Comparison of the R1, R2, RA1 and RA2 ratios (Beyssac et al. 2002a, Lahfid et al. 2010) determined with different programmes. The sample ‘crystallinity’ increases from left to right. The error bars indicate one standard deviation of five measurements.

Table 6.
The subtables A and B show the sums of the absolute differences for the R1, R2, RA1 and RA2 ratios between the four operators

<table>
<thead>
<tr>
<th>Compared operators</th>
<th>Sum of differences – “crystallinity” level 1 – Voigt before protocol</th>
<th>Sum of differences – “crystallinity” level 1 – Voigt after protocol</th>
<th>Sum of differences – “crystallinity” level 1 – Lorentz before protocol</th>
<th>Sum of differences – “crystallinity” level 1 – Lorentz after protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RA1</td>
<td>RA2</td>
<td>RA1</td>
<td>RA2</td>
</tr>
<tr>
<td>(A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 – 2</td>
<td>NA</td>
<td>NA</td>
<td>0.124</td>
<td>0.994</td>
</tr>
<tr>
<td>1 – 3</td>
<td>0.056</td>
<td>0.402</td>
<td>0.005</td>
<td>0.019</td>
</tr>
<tr>
<td>1 – 4</td>
<td>0.090</td>
<td>0.610</td>
<td>0.021</td>
<td>0.153</td>
</tr>
<tr>
<td>2 – 3</td>
<td>NA</td>
<td>NA</td>
<td>0.129</td>
<td>0.973</td>
</tr>
<tr>
<td>2 – 4</td>
<td>NA</td>
<td>NA</td>
<td>0.145</td>
<td>1.148</td>
</tr>
<tr>
<td>3 – 4</td>
<td>0.033</td>
<td>0.208</td>
<td>0.016</td>
<td>0.172</td>
</tr>
<tr>
<td>Sum (excluding NA and italics)</td>
<td>0.180</td>
<td>1.220</td>
<td>0.042</td>
<td>0.344</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Compared operators</th>
<th>Sum of differences – “crystallinity” level 2 – Voigt before protocol</th>
<th>Sum of differences – “crystallinity” level 2 – Voigt after protocol</th>
<th>Sum of differences – “crystallinity” level 2 – Lorentz before protocol</th>
<th>Sum of differences – “crystallinity” level 2 – Lorentz after protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>(B)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 – 2</td>
<td>0.047</td>
<td>0.185</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>1 – 3</td>
<td>0.075</td>
<td>0.007</td>
<td>0.033</td>
<td>0.101</td>
</tr>
<tr>
<td>1 – 4</td>
<td>0.064</td>
<td>0.024</td>
<td>0.036</td>
<td>0.006</td>
</tr>
<tr>
<td>2 – 3</td>
<td>0.028</td>
<td>0.192</td>
<td>0.036</td>
<td>0.101</td>
</tr>
<tr>
<td>2 – 4</td>
<td>0.017</td>
<td>0.161</td>
<td>0.034</td>
<td>0.007</td>
</tr>
<tr>
<td>3 – 4</td>
<td>0.011</td>
<td>0.031</td>
<td>0.070</td>
<td>0.094</td>
</tr>
<tr>
<td>Sum (excluding NA and italics)</td>
<td>0.243</td>
<td>0.600</td>
<td>0.211</td>
<td>0.310</td>
</tr>
</tbody>
</table>

In each row, the ratios of two operators are compared. If the sum of an operator is not available, the values (printed in italics) of the compared operator are not used in the total sum.

NA, not available.
the only variable, no change in the parameter ratios is observed in the case of Lorentzian functions, which is shown in section Test 1 – Influence of curve-fitting strategy on parameter ratios.

Especially Figure 5 shows that the differences between the operators can be significant (see insert A in Figure 5). That is for a given spectrum, the difference in RA1 can be as high as 0.05 (Figure 6), which would translate to ca. 60 °C. The differences in R2 of ‘crystallinity level 2’ samples between the operators are in the range of about 0.01 to 0.03 (Figure 5), which corresponds to a temperature range of ca. 4 °C to 12 °C.

These observations imply that the way of spectral processing is a key feature in the achievement of parameter ratios and should be defined very precisely. At the same time, it is obvious that the used protocol needs refinement which is documented, for instance by the increase in the differences for Lorentzian functions.

Sources of biasing factors intrinsic to the carbonaceous material

Test 6 – Influence of sample preparation on parameter ratios: The goal of this test is to check if there are deviations in the parameter ratios due to sample preparation. Untreated rock fragments and HCl-HF-digestion-enriched CM were compared. The sample set of the Thuringian Forest (Table 1) was selected for this test. These black shales experienced subgreenschist facies metamorphism (Kunert 1999). Therefore, the curve-fitting method after...
Lañfeld et al. (2010) with five Lorentzian components was used.

Each sample was measured directly as rock fragment with a laser orientation perpendicular to the schistosity. This was done because it is assumed that the typically planar CM particles settle parallel to the glass slide surface, resulting in a laser orientation more or less perpendicular to the CM.

From Figure 7, it is evident that HF samples produced higher RA ratios, that is, RA1 is about 0.01 and RA2 is about 0.1 higher, which translates to temperature differences of ca. 13 °C and 22 °C, respectively. Furthermore, the standard deviations of the HF samples are slightly smaller. Even if the surface of the rock fragments follows the schistosity, it still has a given roughness which might affect the orientation of the CM particles to the laser beam and thus explain a larger spread of parameter ratios. Furthermore, it is speculated that the systematically higher, less scattered RA ratios of the HF samples might be due to reduction in functional groups or lower clay mineral content due to hydrofluoric acid treatment. It has been shown by Villanueva et al. (2008) that 'clay' introduces a strong Raman background and Ahn et al. (1999) showed that carbonaceous material can be interstratified within illite. Thus, HF-treatment is thought to minimise strong Raman background from CM interconnected with clay minerals.

Test 7 – Influence of sample heterogeneity on parameter ratios: Sample heterogeneity in terms of RSCM is reflected in the variability of a given parameter ratio.

Figure 6. Results of test 5; this matrix plot shows the influence of operator’s personal fitting strategy. The lower left triangle of the matrix shows the absolute differences in RA1 (termed ΔRA1), and the upper right triangle shows the absolute differences in RA2 (termed ΔRA2) between the operators (e.g., column one gives ΔRA1 between operator 1 and the others, while row one gives ΔRA2 between operator 1 and the others). Each plot in the matrix represents the absolute differences between two operators for the given five spectra of a ‘crystallinity’ level 1 sample. The results are ambiguous as in some cases the differences are reduced and in other cases increased by the use of the protocol. The range of the ratios is given in insert A in Figure 5.
Supposedly, the different chemical composition of the precursor organic materials yields different Raman spectra (Kribek et al. 1994, Valentim et al. 2004, Guedes et al. 2010). Considering that the organic content of a given sedimentary rock is a mixture of two or more maceral groups (Hutton et al. 1994), a spread of parameter ratios will result. This has a greater impact on parameter ratios of CM dispersed in low-grade metamorphic rocks. Furthermore, recycled detrital organic grains can carry signals of a higher degree of organic maturation from the sediment source areas. Therefore, sample heterogeneity is combining various factors and has to be considered.

As shown in Test 1, the scatter due to spectral evaluation is basically excluded if the fitting is performed with Lorentzian functions only and scatter due to variation of the linear baseline is low (Tables 3 and 4) for ‘crystallinity levels 1 and 2’. Thus, the scatter resulting from multigrain analysis is mainly inherited by the sample heterogeneity itself. To estimate the sample heterogeneity, 30 randomly chosen sample spots were analysed in four HF-HCl-treated CM samples of ‘crystallinity level 2’. For each sample spot, five successive spectra (each the average of five accumulations with a duration of ten seconds) were recorded to estimate the total empirical scatter.

The mean square of weighted deviates (MSWD) was used to quantify sample heterogeneity. The MSWD is widely used in geochronology to determine whether the observed scatter in a data set is consistent with the calculated analytical uncertainty of the individual measurements (Powell et al. 2002). It is a measure of the ratio of the observed scatter of the data points (t) around the mean value (t_m) to the expected scatter from the assigned errors (σ) (Vermesan 2010). If the assigned errors are the only cause of scatter, the MSWD will tend towards unity and ‘MSWD values much greater than unity generally indicate either underestimated analytical errors, or the presence of non-analytical scatter’ (Ludwig 2003).

\[
\text{MSWD} = \frac{1}{n-1} \sum_{i=1}^{n} \left( \frac{t_i - t_m}{\sigma_i} \right)^2
\]

By solving Equation (5) where \( t_i \) is the arithmetic mean of the repeated measurements in one grain, \( t_m \) is the mean of all grains, and \( \sigma_i \) is the standard deviation of the data obtained in one grain, it is estimated to which extend the overall scatter is influenced by the empirical scatter. Figure 8 shows the R1 and R2 ratios plotted in measuring order and their associated MSWD. MSWD values are remarkably high (MSWD = 47–318, Figure 8), indicating the presence of non-analytical scatter in all samples, that is, thought to be mainly caused by sample heterogeneity.

In several acid-treated CM samples, the heterogeneity is already well detectable by reflected light microscopy. Frequently, two particle types of CM are present. “Large particulate CM” is formed by particles with a grain size range of ca. 20–100 μm and a bright grey to white reflective light appearance (Figure 9). In contrast, ‘disperse CM’ has a grain size of less than 10 μm and is of dark grey colour in reflected light (Figure 9).
Table 7 shows the R1 and R2 ratios with associated relative standard deviation of large particulate and disperse CM for the entire sample set. It is obvious that the Raman parameter ratios of the large particulate CM differ strongly from the disperse CM of the same sample, and the scatter in R1 and R2 of large particulate CM is much higher. A similar observation is made in the rock fragments of the Thuringian black shales comparing coarse organoclads and dispersed CM; however, the differences of the parameter ratios are minor (ca. 0.01 in R1).

These observations imply that one has to be aware that already matured, detrital CM populations may be present in a sample, which is also an important issue in vitrinite...
reflectance measurements (e.g., Nzoussi-Mbassani et al. 2005). Because of the irreversibility of the thermal maturation of CM, the population of lowest maturity is usually chosen (Nzoussi-Mbassani et al. 2005). In this case, a proper number of observations (Raman spectra) are necessary to identify the different populations. Aoya et al. (2010) proposed a minimum of ca. 25 measurements per samples to reflect sample heterogeneity.

Test 8 – Influence of structural anisotropy on parameter ratios: Due to its strong structural anisotropy, Raman spectra of graphite and very well crystalline CM depend on the orientation of the laser beam to the crystallographic c-axis (Katagiri et al. 1988, Wang et al. 1989, Compagnini et al. 1997). Katagiri et al. (1988) showed that the intensity ratio of the D1- and G band is minimal when the incident laser beam is parallel to the c-axis of the graphitic material, and the ratio is at its maximum when the laser beam is perpendicular to the c-axis.

Natural graphite occurs usually as microcrystallites of a few 100 nm length (Beyssac and Lazzeri 2012). The optical c-axis of microcrystallites enclosed in rocks is generally orientated perpendicular to the main fabric (Beyssac and Lazzeri 2012). To quantify the effect of coherent microcrystallite orientation on the R1 and R2 ratios in natural samples, a sample was rotated directly under the laser beam.

To check if there are systematic deviations due to polarisation effects, a spectrum with linear and a spectrum with circular polarised laser light were recorded at each measuring point. From a sample (DB26) with well-developed schistosity, a rock cylinder of 6 mm diameter was drilled parallel to the schistosity. The cylinder was then mounted into a sample holder and rotated by an increment of 20° underneath the laser beam. Thus, the orientation of the CM with respect to the laser beam is varied, and the change in R1 and R2 ratios is observed as a function of schistosity orientation.

In this experiment, the generation of structural defects in the CM by the drilling of the rock core has to be considered. However, Crespo et al. (2006) showed that the graphitic structure is insignificantly changed by short grinding periods (< 10 min). We therefore assume that the water-cooled,

### Table 7.
Comparison of R1 and R2 ratios of disperse and large particulate CM (five measurements per sample)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Large particulate CM</th>
<th>Disperse CM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>RSD (%)</td>
</tr>
<tr>
<td>L29</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>DB45</td>
<td>0.01</td>
<td>137</td>
</tr>
<tr>
<td>DB21</td>
<td>0.034</td>
<td>104</td>
</tr>
<tr>
<td>KaN1</td>
<td>1.42</td>
<td>3</td>
</tr>
<tr>
<td>DB26</td>
<td>0.18</td>
<td>63</td>
</tr>
<tr>
<td>DB28</td>
<td>0.19</td>
<td>62</td>
</tr>
<tr>
<td>DB36</td>
<td>0.01</td>
<td>100</td>
</tr>
<tr>
<td>MAU</td>
<td>0.22</td>
<td>33</td>
</tr>
<tr>
<td>L1</td>
<td>0.35</td>
<td>18</td>
</tr>
<tr>
<td>DB16</td>
<td>0.15</td>
<td>51</td>
</tr>
<tr>
<td>TU2</td>
<td>0.15</td>
<td>115</td>
</tr>
<tr>
<td>L45</td>
<td>0.08</td>
<td>94</td>
</tr>
<tr>
<td>L57</td>
<td>0.03</td>
<td>79</td>
</tr>
</tbody>
</table>

CM, carbonaceous material; RSD, relative standard deviation.
gentle drilling process applied here has generated insignif-
icant modification of CM on the cylinder surface of the drilled
rock core.

Measurements were performed across five sections
along the sample cylinder, and the mean of R1 and R2 of
the five measurements for each 20°-step was calculated
(Figure 10). It is obvious that the R1 and R2 ratios increase
when the CM is rotated from 0° to 90° (i.e., from a
perpendicular orientation to a parallel orientation). This
indicates a virtual decrease in ‘crystallinity’. The expected
increase from 0 to 90° is followed by a decrease in R1 and
R2 from about 100 to 180° which implies a better virtual
‘crystallinity’ which is again the result of a perpendicular
orientation of the CM to the laser beam. Also, the
polarisation of the laser light does not lead to systematic
differences in the R1 and R2 ratios (Figure 10). However,
due to a high standard deviation (Figure 10), the signifi-
cance of this preliminary test is low.

Consequently, it is deduced that sample anisotropy
varies the R1 ratio by ~ 0.1 and the R2 ratio by ~ 0.04 (ca.
15 °C). Of course, this is only valid for the sample tested
here. Nevertheless, this test points out that sample
orientation should be kept in mind when performing
Raman measurements on higher crystalline carbonaceous
materials.

Sources of variation intrinsic to the experimental
design and Raman system

Test 9 – Influence of Raman systems on parameter
ratios (interlaboratory comparison): As many different
configurations of Raman systems exist, a small-scale inter-
laboratory comparison was performed to elucidate the
variation in results (i.e., R1, R2) with respect to the Raman
instruments and their major components, for instance the
spectral grating.

The effect of different gratings of the Horiba Jobin Yvon
LabRAM HR800-UV spectrometer in Göttingen on the
Raman spectrum of sample DB26 is shown in Figure 11.
For comparison, the intensities are normalised to the height
of G band. It is demonstrated that a finer grating generates
a more intense D1 band, which leads to differences in the
R1 and R2 ratios. Spectrum (a) in Figure 11 gives 0.52
and 0.39 while spectrum (b) gives 0.66 and 0.44 R1 and R2
ratios, respectively. This indicates, if a linear relation between
parameter ratio and grating is assumed, that finer gratings
produce higher ratios and that a difference in grating of
1800 l mm⁻¹ generates a shift in R1 and R2 of 0.14 and
0.05, corresponding to a temperature range of up to 20 °C.

For the interlaboratory comparison, the samples DB16,
DB26 and DB36 were measured with three external Raman

Figure 10. Results of test 8; the influence of sample preparation. At 0° and 180°, the laser beam is perpendicular to
the schistosity, and at 90° and 270°, the orientation is parallel. The solid lines are weighted polynomial regressions
which represent the trend in the data better. Lin. pol., linear polarised laser light; circ. pol., circular polarised laser
light.
systems. As the excitation wavelength has a prime influence on the Raman spectra of CM (Vidano et al. 1981, Wang et al. 1990, Matthews et al. 1999, Sato et al. 2006), only spectrometers using the same excitation wavelength were tested. Therefore, three samples were measured with a Dilor LabRAM spectrometer (Department of Applied Geosciences and Geophysics, University Leoben, Austria) equipped with a 532 nm Nd-YAG laser, a spectral grating of 1800 l mm$^{-1}$ and a 40° objective with a NA of 0.55, a Bruker Senterra spectrometer (Department of Mineralogy, University Hannover, Germany) also equipped with a 532 nm laser, a spectral grating of 1200 l mm$^{-1}$ and a 50° objective with a NA of 0.75 and a Horiba Jobin Yvon LabRAM HR800 UV (Department of Mineralogy, Eötvös Loránd University, Budapest) also with a 532 nm laser, a spectral grating of 600 l mm$^{-1}$ and a 100° objective with a NA of 0.9.

To obtain a rough estimation of the sample heterogeneity, five spots were measured per sample with each system. As the difference in grating is 600 and 1200 l mm$^{-1}$ for the three spectrometers tested, a difference of about 0.046 (R1) and 0.017 (R2) is expected for 600 l mm$^{-1}$ difference and 0.093 (R1) and 0.033 (R2) for 1200 l mm$^{-1}$ difference. Comparing the R1 and R2 ratios of the three samples, a far greater difference between the three spectrometers is evident, especially for the R1 ratio (Figure 12). Although some sample heterogeneity must also be considered here, the dominant reason for the observed variation must be the different spectrometer compounds like gratings or CCD cameras.

Consequently, this test demonstrates that some deviation in the Raman spectroscopic results of CM between different Raman systems cannot be avoided because of the large diversity of different components in the spectrometers that influence the spectral resolution, the signal intensity and peak positions.

**Conclusions and outlook**

The most important information derived from our study of Raman spectroscopy of carbonaceous material can be summarised as follows:

1 Spectral curve-fitting induces significant variation. The amount of variation depends on the degree of ‘crystallinity’ (i.e., structural order) of the CM sample and is highest in low crystalline material. The software used for curve-fitting does not influence the results.

2 Personal bias has a significant impact on the results. Thus, a standardised fitting procedure is proposed (see Appendix S1) for studies involving RSCM.

3 In very low-grade, organic-rich metasediments, the separation of CM by hydrochloric and hydrofluoric acid treatments generates a systematic shift in peak ratios when compared to measurements performed on untreated rock samples.

4 Sample heterogeneity appears in a high proportion of samples; the scatter of the Raman parameters in CM grain populations is much higher than the variation of...
measurements within a grain. This represents a significant source of error in RSCM geothermometry and can be controlled only by enhanced number of measurements and by avoiding the detrital grains that carry inherited, high maturation signal.

5 Spectra of the same sample recorded with different Raman systems show distinct contrasts, due to differences in Raman system components.

6 When measuring higher grade crystalline samples (level 2 and level 3), the structural anisotropy of CM needs to be considered.

The presented results of nine experiments prove a rather high empirical deviation between RSCM geothermometrical data generated by different Raman instruments and data processing procedures. Different laser excitation wavelengths generates even more deviation (Vidano et al. 1990, Matthews et al. 1999, Sato et al. 2006).

The total error due to the listed biasing factors is difficult to assess, but from the conducted experiments, it can be estimated that the error, especially for higher ‘crystalline’ samples, is in the range of 10–30 °C if the temperature is derived from the R2 ratio. For the RA1- and RA2 ratio, the error range is even larger. For the R2 ratio, this error range is below the given error of ± 50 °C of the RSCM thermometer (Beyssac et al. 2002a). However, if the same calibration is used by different laboratories, the above-stated biasing factors will influence the R2 ratios, and thus, temperature estimates may differ approximately by the above-stated error range.

More consistent results can be expected if samples, measurements and thermometer calibrations are performed with the same instrumental set-up and data processing procedure.

Therefore, we suggest to improve the RSCM method by developing and distributing a natural sample series that can be used to calibrate a laboratory. When the calibration is based on measurements of reference materials, any instrumentation-related bias or drift can be corrected and even different excitation wavelengths could be used. In this case, every laboratory can generate its own calibration equation before and after a measuring session. Such a calibration system is used and widely accepted for stable isotope studies (V-SMOW, Gonfiantini 1978), for fission track and in situ U/Pb geochronology (Hurford and Green 1983, Compston et al. 1984, Frei and Gerdes 2009) or for the determination of illite crystallinity (Kisch et al. 2004).

A reference material series is under preparation. The criteria used for selection of the reference materials are (a) independent and well-constrained maximum temperature, (b) fresh character, (c) homogeneity of the CM particles and (d) availability of the sample locality. This will be reported in detail in a coming communication (part 2).
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